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## Monolithic specifications can often be difficult to understand



## System-level specifications are often conjunctions of sub-specifications



## Inductive bias matters when learning from few demonstrations
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# Structure of the talk 
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- Accepting and rejecting states of individual prefix trees cannot be merged:
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## A helpful inductive bias from decompositions



Reach 3 while avoiding $\mathbb{C}$. If you ever touch $\times$, you must then touch $\square$ before reaching $\boldsymbol{\pi}$.


Identified monolithic DFA (incorrect)


Identified DFA decomposition (correct)

## Conclusion



- Known symmetry-breaking optimization still missing from the encoding
- Easy to extend to disjunctions and boolean combinations of DFAs

